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A strac

The excitation function of prompt Lyman-a radiation, produced by clectron
iinpact excitation of atomic hydrogen, has been measured for the first time
over an extended energy range from threshold to 1.8 keV. Measurcments were
obtained in a crossed-beams experiment using both magnetically confined and
clectrostatically focused electrons in collision with atomic hydrogen produced
by an intense discharge source. A vacuum ultraviolet (VUV) monochromator
system was used 1o measure the emitted Lyman- a radiation. T'he absolute 1
(Is 2p) cross section was obtained from the experimental excitation function
hy normalizing to the accepted optical oscillator strength, with corrections for
polarization and cascade. Qur data are significantly different from the carlie
experimental results of Long, et al. [1] and Williams [2,3], which were limited
to energies below 200 ¢V, The measured excitation function shows excellent
agreement in shape with recent theoretical convergent close coupling, (CCC)
calculations over a two order of magnitude range in energy. Statistical and
4% near threshold

known systematic uncertaintics in our data range from -

to 1 2% at 1 keV. Multistate coupling aflecting the excitation function to

1 keV is apparent in both the present experimental and recent theoretical

results. This shape function effect Jeads to an uncertainty in absolute cross

section at the 10% level in the analysis of our experiimental data. The derived

absolute cross section is within 7% of the recent CCC calculations over the
eV B keV range of he experimien
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1. INTRODUCTION

Atomic hydrogen has been o f cont inuous experimental and t heoretical interest for well
over half a century. axperimental measurements of its line spectium have provided scarching
tests for Q uantum Eleetrodynamics. 1 lyd rogen has played a centialrole inatomic collision
physics, prinyarily because hydiogen wavelunctions are exact and a precise desceri ption of the
hydrogen target is available for modeling the collision process. Atomic hydrogen, the most
abundant species, is also of great cosmol ogicalinterest.

Iixcitation of atomic hydrogen by ele ctron impact has heen a key testing ground for the
development of the theory (O0f electron impact excitation. However, as pointed out in recent
reviews by Trajmar and Kanik [4] and King et al. [0], signifi cant discrepancies stitl remain
between available experiments; as well as hetween experiment and theory. To alarge extent
this reflects the di fliculty in performing experiments with atomic hydrogen; where stable,
intense and well quantified bearns ot the atomic species are diflicult to pro duce. 1t also
roflects the difliculties experienced by theoristsinthe so  called 'intermediate’ energy reg ion,
away from the threshold reg ion, where high energy approximations are atso notvalid.

The first mcasurement. ot the H(1s  2p)excitation cross section (Qysgp ) was Cill'l =i’ (!
out almost 40 years ago by Iite and Brackiman [6] 1n a pioncaring experiment using a
tungstenfurmace to dissociate molecularhydrogenandanoxygenfilterto isolate the 1.yiman-
a radiali on In 1968 Long, Cox and Smith (11 carried out a similar study, also using a
tungsten fur nace and oxygen filt er, and normalized their data to the Born approximation at
ancnergy of 2007 ¢V. These data correspond t 0 observations of 1 .yman-aradiation at90° t
the interacting beanis andrequirc a correct ion for t he effect of polarizationin (] *derto obtain
fullintegral cross sections. McGowan, Williams and Curley [7] published measurements of”
the (s 2p) cross scectionin the threshold region primarily to observe the r esona nce
structure. Finally, Williams [2.3] repor 1 ed absolute Q) cross section 1) astiHICilts for
energies between threshold and 13 ¢V, and for a single energy at 514 ¢V, calibrating the
radiometric sy stem in terms of the quantumyicld of afreshly evaporated aluminum filin
and using a phia se shift analysis of theelasticscatteringto acter mine the target hydrogen
density,

Bocause 017 anextended energyrange, the data of Longetal. [ 11 have 1)( (11 of greatest
mterest and the subject of mu ch analysi s by different authors. van Wyngaard enand Walters
(8] corrected the Long et al. (1] data at all energies using O, Kaupila and Fite’s [9]) vahies of
polarization and Morrison and Rudge’s [10] estirmates of cascade from higher lying levels up
tolt = Hovan Wynga arden and Walters [8] then normal ized the data by scaling the resulting
expaer imental value to their theoretical value at 2000V, 11¢ *a@ie andGallagher 1 considered
the norimalization of the Long etal. data (11 by correcting for ca scade at higher encrgies
using t he Born cocflicients of Vain shtein [12]andby developing a procedure to extrapolate
theexperimentaldata 01110 a Bethe Fano [13] plot. They proane c@ correct edvaluesand
suggestedthatthese gitair represent iy upp ethimit to the true (<10ss section, because of” the
remaining uncertainty in convergence to the Born high eniergy depen dence. Madison [14]
il so discussed t heoreticalevidencesuggesting thatthe 1,011/, etin, [17 data s1)0111(1 hereduced
by approximately b% hecause of the inadequacy of the Bornapproximationat 200 ¢V where
their dataw cre initially norma lized. Al of these analyses have 1( '@ to various’corrected’
forms of t 11¢ data of Long et in. [11, Thus,at the theorctically interesting energy of” hl.deV,




theLong etal. [1] valuefor Qrep (interpolated from their data at 48.6 ¢V and 68.6 ¢V) is
quotedas (). 708 au (van Wyngaardenand Walters [8]and 0.789 au (11( "(1(11¢ and Gallagher
[1 17). Iaror barsinthe original Ref. [17 values for Qq g, ncar 54.4 ¢Vare stire¢ (1 as:1 a0,

Comparison o f the absolute measurements o f Williams [2,3] and the cross sections of
Long et al. 117, shows that at H1.4 ¢V the cross scetion datum of Williaims {Q 142, - 0.888 |
0.076 au) hies significantly higher ¢ from 13% to 25%) thanany of the corrected Long ¢t al.
[ 171 values. While in the context of experimental collision physics this may not scemalarge
divergence, given t he combined error bars on the two mcasurements, this discrepancy is
nover theless viewed as signific ant, in part hocause the mca surement of excitation functions
of atomichydrogen has fund amentalimportance for the dev clopmentof theoretical mo del s,
andalso inpartbecause of the importance of the (1s 2p) Lyman a ( ross sections for Hand
1 1y in providing sccondary standards for ab solute radiometric cal ibration (van der Burgt o
it [15], Shemansky et al. [16]).

¢ discrepancy betvveen the dat a of Long et it [11 and Williams [2,3] nil s provoked
a sustained deobate i the Tteratu re. The extensive calculationis over the last few dec ades
for excitation of atomic hydrogenhave heen compiled in the recent comprehensive review o f
Trajmarand Kanik {[4]andwill 110( herepeated 11 ve. There are two lundamental approaches
to the clectron scattering problem: a perturbative approachwhichi is gencrall yaccurate al
hghenergicsand extends downto the internnediate region (the various Distorted Wave 110111
Approxitnations (DWBA2) of Mad ison and co workers ( Madison [ 1 4], Bubelev etal. [17])
arc {),00 examples of thisapproach);anon- perturbativeapproach, based o11 anexpansion of
the scattering wavefunctionintering of asuitable set of basis stitt ('s (the R-matrix approach
of 11111'1<(* andco-workers (11111°1<C ctal.[18]) andvarious close: coupliug cal culations are
e xamples). The most accurate theoretical datain the intermediate cuergy range are likely to
bethe nonperturbative convergent close couphing calculations (CCC ) of Bray and st elbovies
[191 and Bray [20], whose results lie significantly below the Williaims datum at H4.4 eV but
al so above the 1.ong et al. [1] data scaled by Re . [8]. These CC C cal culati on s ave suppor ted
invarying (1( °2,2°¢Cs by the multi-psendostate calculations of Callaway and Unnikvishman[21],
van Wynpaardenand Walters[8,22], Scottet in. [23], t he s¢(7o11(1 orde © distorted wave Born
approximation (DWBA 2) calculations of Kingston and Walters [24],and Bubelev etal. [1 (1,
and the unitari zed cikonal Born series (U1, BS) cal culations of 11) ron etal.[25], as shownin
IMgure |

Iy or@(?” toresolve these outstanding discrepancies betweenthe fewavallable experiments,
and betwecn experiment and ¢ heory, wereport 11(°1 ¢ acomprehensive moeasurement of the
prompt HLyman-aexcitation function from threshold to 1.8 keV. The 1riiny exp erimental
data corresp 01) (17 Lo observa tions of the Lyman-a signal at anangle of 90° to the incident
clectronheam direction and have to he corrcct ed for polarizat ion of t he radiation, as w-cll
ascascade fromhigher stirees.

Severalaspecets of ourmcasurercntsare significant:

1. The extension of the ex citation function measurer nents up to an energy of 1.8 keV
allowsasignificantly (10sC1” approachtothe dominance 01 the zero order termin the
{irst Born approx imation.

2.The D1esei11 experimentalapproacdhusesamodern, eflicientsour ce of atomic hydrogen
capable of producing atomdensitiesthnee Opace’s of magnitude greater thanthoscused




in the carhier experimental work,

3. In contrast Lo previous work, where an oxygen filter was used to isolate the Ly nan-a
line, a VUV spectrometer is used for wavelength selection. This not only accurately
isolates the Ly mian- a emission, but also greatly increases the accuracy of the detern -
nation of the molecular contribution to the observed photon signal.

1. We have used astable, high efficiency Liyman- adetectorbasedona ¢¢shint ed ¢<ninmier
tron with a quantum cfliciency of  15% for 121.6 min radiation

11. APPROACH AND THEORETICAL BACKGROUND

The determnation of integrat ed cross sections for optically allowed transitions {1 om
observations of the raadiation emit ted at either 90¢ or at the ‘mag ic angle’ 54.7° with respect
to the incident elect ron be ram direction has a long a1id well establishied history (Heddle
and Gallag ier 11 17, vandor Buigtetal. [10], Filipelli et it [26]). Here we provide a brief
description of the me thod.

A 1)(dill of hydrogenatoms, effusing fromaradio frequency (1f) dissociator, is (1 0ss(>4 by
abceamn of electrons of variableenergy and observations are made on the Lyman-a emission at
90° usin £ a vac uwim monochromator for wavelength selection. At sufliciently low p ressunes,
w here radiationless deactivation and self-alhsorption eflects cary he ncogl ected, we write a
simple relat ion ship relating the rate of photon emission, 1. ina transition from a state 5 to
afinal state 2 as

[, 1.n00Q), (1)

where i, is the electron heam current in electrons per secoind, nyis the number density of
the target gas, € is the pathlength of the clectyon heam through the target, and Q, i s
the total cross section for the excitation process. Thus an absolute mcasurcinent of the
imtensity; 1, radiated in all directions, gives the integrated cross section provided the other
experimental para meters i g, 1 are known.  In peneral the upper level g is populat ed
indirectly by radiative cascade, as well as divectly from state o 'Thus to o hlain the true total
cross sections for excitation from the ground stat ey it is neCessary to make corrections for
(i C:1(1¢C transitions.
‘I 'herate of photonemissionat anangle () to the electronbeam is given by

Fa Peos’t

I, (0):
u 0) cadn 1 1/3

where 1" is the polar ization of the emitted radiation and characterizes the anisotropy of the
cmission p rocess. Phe prasent experiment al peometry involves observations at 90°. «1011115,
we oblain

D, = Axd, (90°)(1 1I’/3) (3)

A mcasurcmento ], (90%) yields an apparenteross section Q(90°) whichmustbe (o1 rected
10 obtainthe trueintegrated cross section.,




It is not possible to determine ati the factors in ¢ 1) absolutely, requiring a suitable
normalization procedure in order to place the rel ative measurements on an absolute scale.
Once of the most widely used techniques for this purpose is to normalize the data to the
Born approximation at sufliciently Ingh energy where its validity is assumed while ensuring,
that the ele ctronand atombeam overlap does 1101 vary sig nificantly as the incident electron
energy is ramped from higher to lower energies. Two diflerent techniques using, this basic
approach are presented in the analysis of preseut experiment. A conventional normalization
procedure nsing a Bothe Fano plot was applied in the mia nncr deseribed by Toddle and
Gallagher 1117 inwhich the experimental data is scaled to approa chithe asymptotic lmit
at high cnergy defiried by the Bethe-Fano Tine. "T'he slope and intercept of this Bet he-Fano
line ave de fined for an uncoupled (1s 2p) syst em. A normalization procedure usimg ammne-
parameter analytic fitting function which is sensitive to the subtle effects of any multistate
coupling is also presented. The limiting factor in obtaining, high accuracy in cross sccetion
measurcmentinthis case is thei fluence of multistate coupling which extends to unusually
gh energy (~ 1 keV for thel (1s 2p) excitation process.

A . AnalyticMethods

The tirst Born approximation for clectiic dipole excit ation is described by Mot t and
Massey [27] in the form of the momentum transfer integral |
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wherea, is the Bohr radius, z, nuclear charge of the target, 1o, cnergy of' the impacting
particle in Rydbergs, {;;(K), generalized oscillator strength for transition from st ate ¢ to
state 3, K is the momentum transfer magnitude, and w,1s the lower state dogenera ey, A
more convenient working relationship is usceclin equations 4¢ and 4d inwhich the momentum
transfer mtegral is re lated to the fundamental collision strength quantity, €.

The range (1 Cis given by the relations
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where jeis thereduced mass of the collision complex, and m is the mass of the impactor,
If the impacting particle is an clectron the relationships reduce to
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Co ntrary to the statenient by Inokuti [28], both linvits must he applied to the integral in
order to obtain anaccurate derivation of the Born approximation ¢ Ref. [29]). For the 11 (1
2p) transition, the generalized oscillator strength is given by ]
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The substitution of (1) into (4d) reduces {o
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where My, is the dipole matrix clement. The relation 8d diflers from the cquivalent equation
(4.6) given in Inokuti [28]. In approximation, (8d) reduces to

9a

iy = Col x| Crln(X) (92)
C(/Cr 0.2021 (91)
C'e/C7 = 0.7H01 (9¢)

o A4 (9d)

9('

9d

1Te nornalization procedure described in detail by 11 *@a@ie andGallagher [z []esse: -
t ially forces t he experimental collision strength dat a (plotied against log{ 19)) to approach
a Bethe-Fano line asymptotically at high cnergy. The forimulation for this Bethe Fano line
is cquivalent to relation 9a but without the Cq term. The slope (determined from the con-
stant C;) is related () theaceeptedoptical oscillator strengt nand t heenergyintercept is
fixed using the Born value of €y for an 11110011)1¢@systenm. In an alternative normalization
approach, (1m()(hﬁ(d]i(nn(nml\t]( function is used 1 0, ‘()] to fit t he collision strength €U e
over t he entire range of energy. This is given by the equation
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whore the additional terms with constants Gy Cy, Cg,represent (10117011 exchangeandcor -
fipuration mixing, contributions to the total collision strength. A resonance component at
thr eshold [2]1s not included in ¢ 10), but is treated in a following paper 311, The analytic
fitting technique has advantages over the conventional Bethe- Iano procedure: 1) 1t provides
amcasure of the magnitude of the deviation from the Born approximation at high energies
causcd by the influence of multi state coupling, and 2) T'he best fit functionutilizes the entire
energy range determining the shape function of the experimental data.

Analysis, using cquation 10), of the recent CCC caleulations of [17] and the modification
of i liecse res@l, s by Bray [20] 1cadto arange of valuesof the cocflicients depending o011 thehigh
cnergy truncation of the data se { This variation as discus sed further below is an indicator
both of the heavy correlation of terms and Innitation inaccuracy of the CCC calculations at
t he few percent level. This fact sets a fundamentallimit on the ability to obtainindependent
accurate expernmental measurements of thell (s 2p) cross section through analysis of the
shape function i spite of the extension of the measurements to 1,8 keV.,

The generalized oscillator strength (7) is based 011 the uncoupled proper ties of thels ?p
configuration. A's weshow below, thels  2p excitation function botl experimentally and
theoretically has the characteristics of a heavily coupled systern that extends over a broad
i pact energy range, indicat ing substantial deviation from the shape of (7). The terms in (Ya
that depend on the: shape of the generalized oscillator strength, Cs and Ce, therefore should
not be yegarded as accurate quantitics. There is 1) indication that the optical oscillator
streng th caleulat ed from the Coulomb approx iination (Re f.[32]) 1s mcasura hly aflect ed by
coupling, and we assume that the value of Cqis accurately determined by Isg. o (1.

1. EXPERIMENT
A. Apparatus

The experimental apparatus is shown schematically inlligure 2. It consists of ancloctron
impact chamber equipped with an atomic hydrogen source, in tandem with a 0.2 met er
VUV monochromator (resolving power 250) and Csl-coated ch armel tron det ector positioned
afterthe exit stit of the monochiromator I'wo very di flerent elect ron guns have been used
i the present experiment: a relatively simple 3 element gun which uses magnetic field
confinement and a 6 clement electrostatic gun, designed and constracted by Kimball 171ij sits.
Ine [*]. The magnetic gun, shown in Figure 2, was used for low enc gy mea surements,
while the clectrostatic gun (FMgure 3 ) was used for the higher energies. The use of two
different gun designs is crucial to the success of the present experiment To achicve the
cort ect normalization, 1t is cssential to measu re the very we ak signals at high energies to
high accuracy. Since the confiming magnetic field traps secondary electrons from jonization
nrpeesses, ana furthier since the magnetic gun design is such that asmall number of low
encrgy sccondaries are inevitably proc 111 ¢ ed from collisions at high energies with the gun
aportures, s e ssentially iimpossible to re ach the Born himitathigh encrg ies withamagnetic
gun. Thus,a well designied electrostatic pun is essenitial for the high encergy measuranients.
On the other hand, it is diflicult to maintaina constant heam cross section down to the lowest
cuergies using an clect vostatic gun, and the experimental signal is sensitive in the present



"Xl’“l‘i“"‘”“'(’?1“)’(‘1]121‘1%’,(‘«il!lr}l(‘» C1eeG ro1a })(smn/atomlwennovm]en]). Variations 1 the size
of the clectron beam are essentially v ¢ moved by the use of magnetic field confinement.

The magnetic el cctron gun and monochromator systerns have been deseribhed in detail
carlier publications [33,34]. ‘I'hermionic clect rons produced by heat ing a tungsten filament
arc oxtr acted by a Pierce electrode and ext ract or lens combination and acceler ated or de-
celerated by arraperture lens (or anode) to achieve the final ener gy, The electron beam s
collimated by the axially symmetric magnetic field (G0 Gauss) pro duced by a quadrupole
solenordarrangement. Ramping of the clectionbeam energy is contyolled by a multichannel
analyzer (MCA), and the data are accinnulated inthe MCAnemory.

The electrostatic gun was customdesigned as a complete subsystem by Kimball 111jsits,
Inc. and uses a unipotential refractory nctal cathode to produce a beam of lTow cnergy
spread (~0.3 ¢V). By use of multistaging, and a com puter -des igned zoom lons, a const ant
focal plane position is maintained over the energy range from 10 ¢V to 2. 0 keV, wit I a
constant spot size (~1.3min diameter) in the range H50-1800 ¢V.The divection of t he output
heam can be controlled by a set o f X and Y doflectors. Currents of ~H A are typical at
all energies. Progranmmnalle power supplies provide voltages for all of the gun ele ments. 'T'he
entive pun operation is controlled by a PC operating ina Lab Windows [}] enviromment.

A deep Faraday cup (aspectratio~10:1), designed to eliminate back scattered secondary
clectrons, is used to collect and momtor the electron beam ¢ urrent. The rear surface of the
inner Faraday Cup is clectrically isolated from the outer eylinderand is coated wit]) carbon
soot.” Bysuitable biasing (typically the inner cup is at -1 60 volts and the outer cylinder
al-] 10 volts), morcthan 99% of all the current appears in the mer Faraday Cup at all
cnergies, the rernainder being collected on the outer eylinder. Mcasurements of the Lymani-a
signal were carried out for a large range of bias voltages and clectron energies to ensure that
any ficld penctration of Cup voltages into the interaction region did not lead to quenching of
metastable atorns within the field of vicw of the detection syste ny. No ceflect was observed,
indicating that field penetration from the Farad ay Cup was not a significant effect.

The atonic hydrogen source has heen described in detail by Slevin and Sterling [35] and
is showninlligure 4 . Hydrogen molecu les are dissociated ina discharvge; exat ed within
an rf cavity, resonant at 36 M1z, Hydrogen atoms effuse from the water cooled Pyrex
discharge tube, past a VUV photon trap and through a Imm capillary into a ficld-free
imteraction region where they are crossed with the electron bea i Photons emitted from the
interaction region and orthogonal to the clectron and ator n he a ms are wavelen gth selected
by a VUV imonoch romator with shit widths chosen to ensure adequate separation of atomic
line emissions. This radiation is detected by a el armeltron. coa ted with a suitable Csl
layer to enhance quantum efliciency at 121, 6 mn The cllectiveness of the photon trap in
preventing stray photons, gencrated within the disch arge tube, from being detect » (1 was
verified by measuring the spe ¢ trvun p roduced i the absence of the exciting electron beam.,
No measurable Lyman-a radiation was detec ted under these conditions,

The VUV monochromator system is rotated such that the plane defined by the monochro
mator entrance shit and optic axis is at45° to the clectron bea i axis ( sce Figure 5). T'his
orientation removes polarization ¢ flects thatmay be indu ced by the monochromator and
detector system s, as described by Clout and Heddle [36] and 1) onaldson et a1, [37].

Precise wavelen gth sclection, using the VUV monochromator, is a critical factor in quan-
tifying the molecular contribution to the observed Ly nan-a signal. The use of an oxygen




filter in the previous work of Long ot al. {1] and Williams [2.3] introduces uncertainty as to

precisely what spectrum is transmitted to the daetector. A oxygen filter has a transimission
window that spans sc veral molecular emissions. 1t is diflicultin practice to accurately esti-
mate the miGlecular content in the observed signal when any oxygen filter is used, due to the
unavailability of accurate absorption da ta for the high pressures at which t hese filte rs are
1sC@. This uncertainty contributed to t he lavge systemat ic error found for the dissociative
cross sect toll for Lyman a from 1, used as a calibration st andard for maty vears (1 6], The
use of amonochgiator will enable future IMCAS WEMCH g (6 he made with i apparatus of
the excitation functions of other miembyers of the Ly series,

The entire experimental system is interfaced to a1 which monitors all important ex-
perimental parameters and controls the electron heam encrgy inthe case of theelectrostatic
pun. Mecasured signals are nor malized to the elect ron bCam curvent and hydrogen sourc ¢
b ressure (ICasured by a very stable and aceurate Varian Model CHMX 212001 capacitance
manometer), climinating variations in these quantitics as sources of systematic error. Data
arc accumulated ina multiple sca nningmode toredu CC t he effeets of d rift inother experi-

mentalparameters.

B. Correction procedure for pola rizat jon

Lyman- a signals Mcasured at 90° are corrected for polarization in t he manner described
inSec. 11 inorder 1o obtain values for the total cross section. In the region from threslold
to 200 eV, the values for polarization measured by Ott et a1, [91 were used to correct our
experimental data. At energies above 200 ¢V, the polarization calculations of Mclarlane
[38] wer ¢ used. Rel. [38] employed a Bornprocedure tofind values for polarization 17 which

P, [:« In (.,{;;)}
(2 P (-j;(‘)) 0

whorely: 8337 eV oand Iy = 042, is the polarization parameter [39)].
We use the above dichotomy, in spite of the availability of data from Ott et ar. [9] above
:)()(] ('\/’ I)(‘,(T?l“ﬁ(‘, Lll(' ()1 t (l;lt('l ]lil\'(‘ l‘('l?l“i\’(']y l?”’z’)(' Cr1rors i]l this 1-({§1).]()1| a“d wWe l)(',]i('v\'(‘

are represented by the formula

] (11)

t he Mclarlane data are more reliable. However, it should be emphasized t hat Whatever
approach is taken to this polarization correction, the correction itsell is not large, ranging,
[ron a maximum of 8% at low cnergies to 3% at the highest energies,

C. Correction procedure for molecular emission contamination

Since the hydrogen beam is not fully dissociated, the observed photon signal at Lyman-a,
obtained with the rf discharge, contains a contribution from Molect Jar emission which must
bhe quantified and subtracted in order to obtain the net (¢ - 11) excitation function. The
molecular component 1S ults from Iy an a radiation produced by dissociative excitation of
the molecule, as well as radiation from inolecular bar ds transmitted by the handpass of the

monochromator (FWIM 2.4 nin al typical stit widths of 6007 pin). 11) ordertocorrectihe

10




mcasured excitation function for this molecular cont ribution, t he dissociat1on fract 1on must
hemecasured, together with the corresponding, excitation function with the discharge of 17

The dissociation fraction is established in the Wanner described by Forand et a1, [40]
by tuning the monochromator 10 an 11, molecular bandat 1 10.¢) nm(with the bandpass
adjusted to ¢ xe Tu de any atomic component from Ly man-a o1 L yman- #) aud measuring,
the molecular emission with the discharge on and ofl at the same hydrogen source driving
pressurcand ¢1eciro1r beamcurrent. The dissociation fraction D is the ratio of atoms to the
total number of particles in the b camvand is related to these {wo signals Sy (discharge on)
and s. (discharge) by the relationship

D:o- (2] (12)

where <1 and Iy are t he effective Kinetic tamperatures inthe gas heanmwith the dischar ge on
and off, respectively. Woolsev et al. 14 1] and Forand et al. [10] measured these Kinetic tem-
peratures i an identical source and found that t he two temperatures were equal, confirming,
the reasonable assumption t hat t he source indeed thermalizes the hydrogen bean

Once the dissociation fraction has heen established, the net (¢ ) 11) Lyman-o signal Sy
canbe obtainedfrom maeasurennanyig of S, and S,madeatbyman-awiththe discharge on

and ofl, respect ively, using t he relationship deri ved by [40]
A()'” : S] ( - l))SQ (Jg)

T'his correction procedure is applied at cach electron nmpact cnergy by measuring, excitation
functions under the samne conditions with the discharvge on and off.

Typical VUV cission spectra produced by electron impact at 100 ¢V with the RF
discharge 011 andofl areshowninFigure 6 al a spec tral resolution of b (FWIM). The
sa e molecnlar subtraction p rocedure use d for the excitation function data can be applied
to these spectra, yielding the net (er] 11) spectrum also shown in Figure 6. Lyman series
membersuptons 6 can be cleayly identified in our net (e -1 1) spectrnm, together with the
series it at 91113 nim. Themolecular hands around 1 10.() munused inthe determination
of the dissociation fraction can he seen in the spectrum of the undissociated molecular bean.
A typical value for the mecasured dissociation fraction is 0.65 :10.02.

D. Resonance trapping

Since the 11(2p) excited state connects radiatively with the ground state, it is critical to
cnsure thatt he exceltation function measurements are free from resonance radiation trapping
cflects. Operating und ¢ Knudsen condit jons at t he beam source preserves a lincar relation-
ship between the souree pres sure and the numbe pdensity in the interaction region. Figure 7
illustrates the relationship between te source pressure (Tneasured by the Varian capacitance
manometer) and the Lymana signal detected atl ()() eV. These dat a verify the absence of
resonance radiation trapping forsource Dreshilrch 1¢ss than 46 m'Torr,wherethe aetectcqa
phioton signal is proportional to the hydrogen source pressure Al of the measureincnts

reported hore were obtained at hydrogen pressures of ~ a0 m'forr.




k. Cascade correction

The observed Lyman-a photon signal includes a contribution from the decay of higher
Iving states cascading into the 2p level. This has been calculat ed using an atomic hydrogen
model constructed to the 11 9level, with a collisional radiative equilibrium code [412,317,
which establishes the emission line intensities for the entire system to a selected principal
quantum number upper hmit, providing an exact calculation of the cascade contribution
for the given cross sections.  Cross scctions in the model for the np orbitals have heen
calculated by scaling the (1s 2p) cross section obtaitied by Bray [20], according t o the
oscllator strength of the transition. Iixcitation cross sections to the ns and nd levels have
also been der ved from Bray [20]. The cascade contribution has been established a's an
analvticfunctionusing (10) with cocflicients giveninTable 1.

The ¢ ascade contribution calculated here has been compared to the calculated cascade

H,ousing

corrections based on the Morrison and Rudge [10171 formulation for levels up to n -
the CCC caleulations of Rel. 12,01, wit hexcellentagreement.

Figure 8 shows the integr ated cascade cross sectionfeeding the H(2p) state, calculated by
Rel. 1311, andthe correctionto the mcasured 11 (1s - 2p) collision strengt h. 'The expermmental
data shown i Ifigure 8 has been corrected for the eflect of polarization and normalized using,
the analytic fitting procedure describbhed 1 See. 1V, The cascade correction to the 11 (1s
2p) cross section is significant nea r thireshold. At energies helow 20 ¢V the correction is in
excessof 1 5% and at 14 ¢V the contribution is ) (%,

It is iimportant to ensure that the caleculated cascade {r actions are applicable to our par-
ticular experimental configuration. I has been pointed out by van Zyl and Gealy [437] that
very simall electric fields can greatly perturh calculated cascade fractions. The precautions,
mdicated carlier, taken to exclude stray fields from the interaction region to prevent que nch-
ing of (2 s), should also ensure thiat perturbing eflcets of this type are not present in our
experiment. These factors are discussed in det ail in the Appendix.

A fTurther effect which nmust be considered when using the magnetically collimated gun
i s the motional clectric field experienced by the moving atoms in the magnetic field. This
cffect has heen considered by van 70yl et al. [14]. They show that moti onal fields a's Jow as
1 V/em can have significant state- mixing eflects with a consequent impact on the decay
chawnels, particularlyforn > 4 . For atomic hyd rogen atomns of 50 meVoenergy, a motional
cl cetrie filed of ~ 0.3 V/em is estimated at afiecld B = 1007 (. Caleulations show that if
ficlds of 1 V/cmare assumed, the cascade cont ribution will e v eduiced by at most 5%, van
Zylet al. [44] atso comment on the fact that Zecman splitting of the levels ina magnetic
ficld could affect the hranching ratios for the decay. ‘I 'hey suggested that this eflfect should
he small 1017 ficlds less than afew gauss. Since this effect would he most pronounced for the
higher nlevels. when the cross sections ave very smal o we anticipate that at the fields used
i the present experiment a negligible effect on the cascade contribution will occur.

Allof the above assumes that th e cascade radiationis unpolarized. The main contribution
to any polarization of the cascade radiation comes from the nd states where the radiation is
normally very weakly polarized. Ihe overall effect of polarization of the cascade radiation
i s thercfore exprected to he very siall, less than 1% in the worst case at low energies.

We note that the dwell time of atoms in the ficld of view ol the spectrometer is about
2 psec. 'This eliminates excited atoms n states above n: 8 as contributors to cascade into
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the H(2p) state.

IV. AN ALYSISOFI) ATA
A. Experimental data

As describedinSee. 111, the experimental datawas obtained in two groups using different
clectron gun designs. The lower energy vegion was explored using the magnetically collimated
guntoan 111 )( 17 limitinencrgy of 200 ¢V.Beyond200 ¢\tothe peakboamencrgy of 1.8keV
the relative cross sections were obtained using the clect rost atic elect ron gun, The combined
statis tical and know nsystematic uncertaintios inthe meas ure mcnts have heen estimated 10
range ltom4% atenergicsncear i’ Cshol( to2% at 1.8 1{(N. The details of the error analysis
arce provided in the Appendix. The electron hean energics were established inabsolut ¢ value
at low energy by using the she up threshold for the dissocexctlation of the Lyman-a
line as a benchmark, The fact that the measurements were on a relative scale, required
the estabhshment of a normalization procedure for merging the low and high energy region
data set s into a single data volume for analysis. The validity of matching the magnetic and
clectrostatic dat a at ~ 20 0 eV ha s been confivmed, ina separate experiment, by measuring,
the Lyman-a signal (normalized t o clectron bear n current and hydrogen source pressure)
at200 ¢V as a function of amagnectic field; applicd collincarly with the (1ees7vj.$lotic gun,
using, the same quadrupole mmagnet configuration ainployed for the magnetic gun. At field
streng ths of (), 720> 40 and 60 Gauss, no statistically significant changeinthe normalized
signal was observed, confirming the absence of anybeamoverlap problemsatthe ¢ii¢ 17g)y
wrhore the two dataset s were ner/$q.

The data sets were me rged by mimimizing, the root mmican square crror of the analytic
alter 1 he previous corrections fon

lit t ing process in the energy region surrounding 200 ¢V,
polar izat 1on and cascade cffects were applied on a relat ive hasis as a ( orrection k) the
shape function. The fitting process was accomplished using an iterative calenlation that
established the constant terms in g 10 1Mgure 9 shows the combined data plotted as
collision strengt h compared to the dorived analytic function. The combined experimmental
dat a alter corrections described above fo r cascade and polarization are listedin Table 11, and
compared with the values obtained from the analytic fit using I5g. 10, The experimental
data were placed onan absolute scale determmed by fixing the value of C; by the kitox\"1i
absorption oscillator streng th (see Rel. [4.’)], g, 9d). The higher order corastants ¢y and
( ‘6. two ot her terms dorived from the Bornapproximation, are not fixed in the analy tic
[it ting process, and t herefore t he only term fixed inthe determination of constantsin (1 ())
is Oy This matter is discussed further inSec. Vo The constants for I, 10 derived in the
iterative analytic fit are show nin Table 1, along with the Born approximation constants. It
is clear that the values of Cq and Cg, obtained from the fit to the experimental data do not
conform to the Borry approximation values. T'hicere are, however, large uncertainties in these
values, and in the following discussion we coriclude that the uncoupled values of the Istand
ndorder £ 17i11s of the Born approximation may i any casc diverge by large factors from
t he reality of the conpled system. The data and the analytic curve are plotted in IFigure
9 with represent ative error bars indicating the caleulated level of combined statisti cal and

systematic uncertainty. Comparison of this result with previous measurements deseribed
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1 the introduction is given in Table 1V and Figure 10. The Long et al. data [1] is shown
as renormalized by vanWyngaarden and Walters [8]. 1In addition, we have reanalysed the
original Long et al. [1] data measured at 90° by correcting for polarization and cascade (in
the manner deseribed in Section T TIEA and HTE), renormalizing, to the present cross
section at 200eV.

1. Unccrtaimty in analytic quantitics

T'wo factors contribute to the uncertainty in determining, the experimental cross seet jon,
and in establishing the parameters in the modified Born approximation (Iq. 10) . First,
there is an unusual complexity i the shape of the cross section. The 11 1s 2p) cross
section shape appears to he unique among, atomic cross sections in containing, higher order
terms signmficantly aflecting the cross section into the high energy region. The evidence fo v
this appears in both the experimental and theoretical CCC calenlations. For t his reason
several parameters sharve in establishing the magnitude of the cross section into the high
cnergy region, requiring an unusual range in cnergy to establish accurate parameter values.
Defining the terms i Fqg. 10 in the sequence Cp o - Gz as terms of order 70, we find
that terms of ord er high er than 2contributeabout 50% of the totalof 1( *1 r111s above 1 he
zero order at H00 ¢V in both the CCC and experimental analysis. i contrast, at the sarne
dimensionless energy (~ 50), a similar analysis (Ref. [416)) of the He ('S 2'P) (“r'oss scction
indicates that terms ot order higher than 2 contribute only about1% of total ((.171115 above
zero order. For this reason the higher order terms in the case of He are intrinsically more
accurately determined. I is only at values of dimensionless energy of ~ 2. that higher order
terms significant ly contribute {for the He t ransition, a factor of 25 in dimensionless energy
below the value at which similar effects oceur for T The second component contributing to
uncertainty i the analysis is statistical and systematic errors in the measurements, generally
less th an 4%, as discussed 1in the Appendix.

The estimated 10% uncertainty in the present experimental result therefore stems pri-
marity from the heavy mixing of the ngher order terms in the analviic fit to the data. The
uncertainty i the values of the first and sccond order terms in the analyzed experiment
i s large enough to encompass the values for these terms i the Born approximation. and
therefore the terms are poorly constramed. The role played by the unique shape of the
cross section is illust rated by the fitto the CC O caleulations shownin Table 1. The analysis
restricted to the energy range up to 1.8 keV oshown in column 5 of t he Table produces an
crror of 7% m returning the value of the zero order torm, utilizing data considered to he
internally accurate to 1 %. The difliculty in establishing accurate values of the higher order
terms is discussed furthier in the examination the Ref. [20] CC C caleulations

2. Conventional Normalization using a Bethe-Fano Plot

A conventional normalization procedure was also applied to the experimental dat ain the
manner deseri bed indetail by Hed dle and Gallagher [11]. 10 this approach, the experimental
collision strength data is first corrected for polari zat ion and cascade, and thien placcd onan
absolute scale by fitting to the asymptotic Born limit at high energy delined by a Bethe Ifano
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line. The formulation for this line described by [11] is equivalent to relation 9a but without
the Co term. The stope (determined from the constant ) is related to the known optical
oscillator strength (8h) and the energy intercept is fixed using the Born value of Cy (9b).
On a plot of collision strength (cin” eV) vs Log(13(eV)), the resulting Bethe-Fano line has a
slope of 6.129 x 1071 cm? eV and an encgy intercept at 8.337 V.

A fit of the experimental data to this Bethe Fano line over the energy range 1-1.8 keV
1s shown in Figure 11, Values for the H (Is o 2p) cross section are Listed in Table 11). These
data lie approximately 4.8% above the values obtained using the analytic fitting procedure
and thus agree more closely with the CCC calculations of Bray [20]. The agreement is within
3% over the entire energy range of the experiment, as shown in Figure 12, At the critical
energy of b4.4 eV, {or example, the experimental 1 (1s - 2p) eross section derived using this
approach is 0.713 au, compared to the CCC value of 0.729 au [20] and a value of 0.708 au
quoted i the van Wyngaarden and Walters [8] analysis of the Long et al. data [1]. The
better agreement of this result with the CCC calculations above 1 keV s due to the fact
that the CCC calculations converge on the Born value for the Ist order (Cy) term. I s
arpucd helow that neither the experiment or the CCC caleulations can define the value of
(s to better than an order of magnitude, and that the probable value is roughly an order
of magnitude smaller than Born.

B.Theoretical talc.ulntio)ls

The literature is replete with calculated cross sections for the 1 (Is - 2p) transition. It
15 not the intent of this paper to review the merits of these published results. We refer
the reader to the recent review by Ref. [4]. Considerations hiere are restricted to caleulated
cross scctions in the work by Byron et al. [25], Bubelev et al. [17], and Bray [20]. The work
by Ref. [25] 1s a unitarized cikonel Born series (UBBS) calealation that provides a usclul
comparison with the more recent [17,20] CCC and DWBA? methodologies. T'he results of
critical interest are the CCCO caleulations of Refs. [17,20], hecause it is argued that these
values are at the ~1% level ininternal accuracy. The analysis of the recent theoretical
calenlations [17,20] by fitting the results analytically using 15, 10 indicate that the eflects
of multistate coupling extend significant influence on the cross section to cncrgy in the
range up to 1 keV. This introduces significant systematic uncertainty in the separation of
the coeflicients, as discussed above. The effect appears within the theoretical caleulations,
presenting uncertainty in determination of the values of the cocflicients that should be used
as an appropriate representation of the theory, For this reason we discuss the determination
of the cocflicients in more detail here.

1. Analysis of the CCC caleulations

Table T (col H) shows the cocflicients derived in fitting I5q. 10 to the CCC calculations of
Bray [20] to 1.8 keV, allowing all coeflicients to be freely determined. As we have noted this
results ina value of Gy, 7% larger than the Coulomb approximation (cf. Rel. [32]). The fact
that the optical oscillator strength (which determines Cyin 1q. 8b) is, however, a quantity
imternalized in the non-perterbative CCC calculation, the result represents uncertainty in the
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fitting process caused by t he heavy mixing of the terms in energy space. A more satis factory
result is obtained by fixing the value of the ze 1o order constant to t hat givenby liq. 9(1. We
find in analyzing the Refl [20] calculation s in this way, thatthevaluesof theligher o111
terms vary systematically, depending on the val ue o £ the upper energy limit at which the
datasct is terminated. i principle, the values of the constants should beindependent of the
datatermination point. Infact, t he derived values of the Ist and 2nd ord er constants in this
case show a systematic doy viward trend i rea I numeric value, as a function of” decreasing
truncationcnergy, as showninigure 13. Thenmplication of the variationin Figure 13 is that
the generalized oscillat or strength implied from the CCC caleulation is unstable in shape.
Although determination of” uncertainty inthe caleulation is diflicult. Bray [20] estimates that
al intermediate energy (~ H0 eV)that the (170ss sectionvalucis within 3% of reality i the
90 % confidencelevel, and atkeV, 5% at the 90% confidence lovel. The decreasing

p accuracy
in the cal culation toward higher enerpy is attribu ted to incrcasing amounts of cancellation
in the numerical integr at ion process (Rel. [20]). W e use this estinate of ac curacy inthe
cal culation as a basisfor choosing the energy range most shit able for deriving t he lig. 1 o
1( i Coil still nts.In this (i se weselect the coeflicients establishedin fitting the COC data
upto 2007 ¢Vasthemost accurate representation of” thefunction. Table 1 (col 1) shows the
derivedconstantsforthis citse, considerced here to bhe the optimal fit to the CCC caleulation.
Figure 14 shows the percentage deviation of 1 he fitted curve from the Bray [20] collision
strengths. We note that the analytic function fais systematically helow the CCC values at
clectron energies above 200 eV, deviating by about 3.6% at 1keV. The analytic fit also falls
below the Born approx im ation in the 1 keV region, conforming with the general tenidency
o f Born cross sections to he larger han reality ¢ Ref. [29,47], ¥igure 1), The analytic fitand

the Ref. [20] collision strengt 1 va lues are comparedin Pigure 1 5.

2. Comparison of cross sections

The DWB A2 and CCC caleulations converge 011 the Bornapproximation cross section
ncar 1 keV. Although these cal culations (10 not explicitly determine the terms in the Born
cquation, t hey 1 ndto converge on the Born values at high energy (sce Figure 1 ). The
fact thatthetwo liigher o] *@( "1 1 ermsinkig. 9a dep end on the shape of the generalized
oscillator strength, indicates that the values of these terms in the Born approximation should
deviat e from reality inca ses inwhich the cross section is significant v aflect ed by interstate
coupling. A computational method known as Born subtraction has been utili zed in the
theoretical cal culations at high encorgy, which converges on the Born approximation (Refl.
[17°1). The CCCand DWBAZ2 calculations, however, (1o not accurately constrain the first
and sccond order terms, becausca 1 % error in 1 hie cal culation atl keV {ranslates into a
large uncer t ainty in the higher order term values. "T'he implication is that a systematic
or statistical uncertainty inthe caleulated cross section at the lovel of 1y canproduce iy,
11017 of ordeil0%intheoscillatorstrengthderived 11ro111 thedata, camsed primarily by the
enc roa chiment of multistate coupling eflects into the 1 keV region.

T'he cross sections are compared numerically in Table 111, 1t canbe sceninTable 111 that
the analytic fitto the experimental data falls helow the Ref. [20] data by factors in the range
3 to 1% over t he 2 keV energy band. The most remakable aspect of the comparison of the
COC calculations of Ref. [20] and the analytic 1esults derived from the current experimental
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data is that the shape functions are very similar. The difference in shape is most casily
observed in Figure 9, where the analytic fits to the CCC and experimental data are plotted

in the form of collision strengths. The most significant difference appears in the 60 - 500 ¢V
region (Figure 9) where the magnitude of the divergence is near the imit of experimental
uncertainty. This region in clectron energy is, however, the most valuerable region for errors
to occur in the present experiment.

Table 111 includes the DWBA? calculations of Rel. [17] and UEBS results from Ref. [25].
The Ref. [17]) DWBA? cross sections are significantly larger than the CCC, ULRBS, and the
present. experimental results at and below 150 eV (Csee Figure 1), The CCC caleulations
reported by [17] (not shown here) are insignificantly different from the Ref. [20] values. The
analysis of the present experimental results are within 3% of the UEBS Ref. [25] caleulations

("Table ).

V. DISCUSSION AND CONCLUSIONS

The most important considerat jon in the comparison of the experimental data with
the theoretical results is the shape of {hie cross section.  We find, as shown in Sec. 1V
that the shape of the analyzed experimental data conforms to the recent theoretical COC
calenlations (Refs. 11 7.20], sce Figure 9) within estimated uncertainty. The analysis of
bot h the experimental and theoretical CCC results using a modified Born approximation,
describedin sec. 1V, indicates that higher order terms influence the cross section to an
unusually high energy. The eflect of this is to increase t he uncertainty in the experimental
absolute cross section derived fromthe analytic fit, to ancestimated 1 0%, while statistical
and systematic uncertainties were limitedto 2% . A similar analysis of the Ref, [20] CCC
calculations setiing an upper bound i energy al the same level as the experimental data,
produced a similar error (in the opposite direction) in the value of the derived optical
oscillator strength (Table 1), This is a clear indication that t he accuracy of this or any
other methodology is mited in t his particular case primarily by t he subtle changes i shape
function reaching into the high energy region. The unique nature of the shape is presuimedito
be caused primarily by the strong coupling of the 2s and 2p states ¢ Refl. [20]). The difliculty
in separating the higher order terms is illustrated in the analysis of the CC € calculations
show nin Iligure 13, T'his igure shows the variation in the Ist and 2nd order terms in the
anatysts of the Roef. [20] CCC data as a function of the encrgy of t hie upper truncation point
inthe analyzed data set. One can see from the IFigure that the Cpand Cgvalucsare (+10s(” to
the values of the Born approximation consta nts (‘Table 1) for truncation encergies at or above
IkeVoAL 500" ¢V ( Figure13), however, the values of the constants suddenly drop in the
optimal fitting process by factors of about 2 and 4. 'I'he uncertainty in the const an ts derived
fronthe experimental data is at least this large. At lower energies the real numeric Va fues
of the constants continue to decline systematically in the analysis of the CCC calculations.
as shownin Iigure 13, 111 principle the constants should he invariaut in Iigure 13, Although
the form of the analytic formulation may play a small role in defining this variation]), very
small computation errors within the stated uncertainty (Ref. [20]) can easily beresponsible
[or t he hehavior shown i Figure 130 The accuracy of the analytic fit to the CCC data s
shown for the selected case in Figure 14 where the maximum deviation in the it is 3.3%
at 1 keV, and generally in the range less than 0.5% at cnergies helow H00 eV, We select
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the constants in the analytic terms for the fit to the CCC calculations by Bray [20] for the
200 ¢V case as the recotnmended representation of the CCC cross section (Table 1, co1. 4) .

This produces cross scctions that fall helow the Born approximation at energies in the 1
keVorange, by about 3%, consistent with thie argument that the higher order const ants in

the Born approximation are upper limits to the coupled systein constants (Ref. [29,477; sce

Iigure 1). The collision strengths derived from CCC (Ref. [20]) and experimental results

are compared in Figure 9. The numerie values of the eross sections are comparedin Table

We suinmarize our conclusions wit bt he following poimnts.

1. We conclude o11 ¢ he consideration of the combined ¢ flects, that t he accuracy of the

absolute cross section derived from the experimental measurements report ed hon e for
the 11 ( 1s 2p) transition are limited to about 10%.

The strong coupling evident in the analysis o f bothy the theoretical and experimental
results suggests that the shape of the generalized oscillator st rengt h deviat es signifi -
cantly from the Born 1s 2p shape function (Fq. 7). Thelstand?nd or@ac1r t(rills
in the modified Born approximation are thercfore expected to deviate substantially
fromtheuncoupled 110111 values. The experimental and theoretical CCC results, how-
cver, do not put strong constraints on the values for the cocflicients of these tcrms,
implying uncertainty in the exact shape of the generalized oscillator streng th. The Tst
order constant derived from the experiment and analysis of the CCC calculations are
substantially smaller tha v the uncoupled Bornvalue. The experimental cross section
and anal ysis of the CC C calculations depend on knowledge ot the optical osci Hator
streng thfor thell (s 2} )) transition. It hias been assumed that the value of this
constant is unaflected by coupling effects. This is a reasonable expectation given that
the major coupling ¢ flect is 25 2p.

We recommend, on the g round that (within stated error bars) the experiment is con-
sistent with the Refl [20] CCC calculations, that the analytic coeflicients derived from
the CCC results given in Ta ble 1, col. 4, heutilized as a cross sectionmodel for
clectron impact energies from 1 5h eV ioh keV. For ast rophysical purposes, t here is no
practical di flerence between the present experiment and the Ref. [20] results. Table
V lists values of the recommended cross sect ion for scelected energies. Resonance and
exchange cfleets, not determined here, must be included to define the cross section to
1111°(¢s1101(2. Thencarthreshold nas — 2p) («170ss sectionandamodel of the general
discrete atomic hydrogen emission propertios (11 (nf n) )y will be given ina following
paper (Ref. [317).
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APPENDIX: AN ALYSISOF ERRORSINTERNAL TOTHEEXPERIMENT

A comprchensive analysis of statistical and known systemat ic errors was performed in
order 10 determine the himiting accuracy of the present measurements. The additional factors
involved 1 establishing absolutes values from the analytic fit t o the data are discussed in
Scetion 1 V. Sources of errorin t he measured signal are detailed holow.

1. Variations tn clectron beam current and hiydvogen souvee pre ssure: The experimental
system is interfaced to a PC-based data acquisition and control system which monitors
critical paramcters o f our experiment and normalizes the mcas ured signals to the
clect ron heam current and hydrogen soilr¢( Dr'¢sst1r(, climinating known sources o f
systematic error. Data are accu mu lated ina multiple scanning mode to reduce the
eflects of drift inother experimental paramicters.

2. Thewmeasured dissociation fraction: Since the dissociation it action (1)) is neededfor
subtraction of” themolecularlyman-acontributionto the observedsignal, @1( "1 ' is an
unccrtainty in the derived atomic signal prod uced by the errorin the mea stived value
of . Mcasurcment of the dissociationfractionhas arclative 1717017 of ~:1 3% hasedon
the sipnal stat astics of the discharge onandofl mcasurements por-formedat! 100 111,
Fora(typical)dissociationfraction o (0.G5, this Dro@11ces anct ¢r1’o1” inthe molecular
subtraction procedure of 1 0.2% for t he elect rostatic gun data, and of ~ -1 1% for the
magnet ic gundata, reflecting the lo wer signalrates of thelatter. The accura ey of the
1110] ((111211” subtraction Procednrcis demonstratedin IMigure s,

3. Statistical crrors 771 theobscrocd stgual countrates: The statistical error (assuiming a
Poisson distribution) in the net signal varies since the signal flux changes with energy
and is also diflerent for the elcctrostatic and magnetic pun confi gurations.  Ior the
clectrostatic pun, thesignal statistics varied from 4 0.3% at 2007 eV to 1 0. 6% at 1.8
keV. For the magnetic gun data, thestatistical ¢crrors variedlrom:13.2%ncar t hreshold
to :12.6% at 200" ¢V.

4. Frrovin the polavization corrcection. Sinee the sign al flux obtained at 90 must be
corrected by the factor (1P/3) inorderto derive the total cross section, ancrror s
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introduced from the nncertainty in th ¢ polarization 1y. Polarization datafor I Lynan -
amcasured by Ott et al. [9]have repor ted absolute error bars ot <1 0.07 o1 less in the
region from threshold to 200 ¢V, This resultsina relative crror of up to 1 0.3% in the
polarization corrcction procedure. For energies above 200 ¢V, the Mclarlane formu-
lation [38] (equation 11 ) for the polarization was used. Although a realistic cstimate
of the crrorinthe Mclarlane approach is not possible,  he polarization fractions are,
in any casc, relatively small in this energy region ( maxi num~0.1), and theresulting
crror cart be safely taken to be negligibly small.

Detector background sublraction: The detector hackground subtraction is particularly
mmportant at the highest electron impact energies where the signal strength is lowest
and the accuracy of the normalization procedure is critically dependent on the gquality
of the experimental data. This hackground was measured to an accuracy ot -1 2%,
which results in an error of up to ~-10.2% in the determination of the atomic signal
at the highest energy.

Quenching of 11(2s): Deactivationof 2s metastable atoms into the 2p state within the
ficld of view of the detector would introduce an erronicous component to the signal.
The interaction region was, however, rigorously shielded to ensure the absence o f
stray fields. In the case ot possible fringing fields from the biasing voltages applied
to the Faraday Cupgasysternaticinvestigation of the Ly man-a signal, as a function
of these volt ages, revealedno statistically significant dependence onstray ficlds from
this source. We conclude that there is no significant contribution to the signal arising
from quenching of the 2s mectastable population by field effeets. T'he electron beam
in addition to exciting the 2s state, also deactivat esinto t he 2p state with a collision
strength of about 600 au ( sce [48]). The maxinmm beam current in this experiment
is 18 A at 12 ¢V, corresponding to a deactivation time of abo ut 2 msec. Electron
collisions thercfore dontinate the deactivation process. The eflect, however, is negligible
in this case beca use of the ve ry short lifetime of the 11 atoms in the bea i compared
t o the production and deactivation lifetimes. Thesteadystate 1110 ¢1 calculations
determining the cascade contribution were for this reason carried out neglecting the
2s ?2p collisional transition (sce [31]).

I'rrors ass ocialed with magne tic field co nfinc ment of e clectron boam: The use Of
magnetic confinement to produce the clectron beam can lead to errors arising from
cnergy dependent path letigthy differences in the interaction region due to the helical
trajectories of the electrons. At very high electron densitiesthere is also t hie possibility
of non-lincaritics in the beam profile due to space charge induced scalloping ot the
heam. Using the correction factors descr ibed by Taylor et al. [19] we est imate that
path length variations of our clectron bea mare negligible at energies up to 2 00¢V
usced in the present experiment. i the case of scalloping, we awere cin a1 touse
clectroncurt €1 s wellbelow t he space charge it at cach energy . We believe that
any cffects associated withmagneticficldconfinement arenot significantinthe present
experiment . Indeed, the similarity bet ween the shapes of t he renormalized excitation
function data of Long ct al. [1] showninFigure 10 andthe present work adds additional
confidence to this claim since the Long et al. [1] data from t hreshold to 200eV were
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obtained with an clectrostatic gun in the absence of any magnetic ficld. The use
by Ref. [1] of an clectrostatic gun at low electron impact encrgies was possible since
the atomic H target was a swarm not a beam, climinating systematic eflects due to

variation in clectron beam profile with energy

8. Iirro rs associated with low cnc rqy sccondar y clectrons: Historically, excitation func-
{10on measurements have heen plagued by p roblems associated with the presence o f
sccond ary clectrons in the interaction region. These electrons can cause further exci-
tation,lcading to erroncous signals, especially in the eritical high energy region where
data are normahized andwhere a relatively small se condary comnponent can 1ead toa
di sproportionately large contribution to t he atomic signa 1. Secondary (1 (1 onsarc a
particular problem for magnetic g unis, where clectrons produced inionizing, collisions
and at gun aperturces, can be trapped in the con fining magnetic ficld. The selection
of an clectrostatic gun for the energy region above 2() () eV ensures the absence of any
magnetically trapped second ary electrons. Itshouldalsobe 110(¢ (1 that we could not
gclaccept 210)1¢ (oiv(I"p,C120¢ o £ our data at high energies to the Born it using onr

magnetic gun,

9. Iyrror in the cascade correction: This is a diflicult error to quantify since our cascade
corrections depend on the accuracy of various theoretical caleulations, as deseribed in
Scection 3.5, The magnitude of the cascade correction is highly dependent on energy,
decreasing from a ~27% correction near threshold to ~3% at 1.8keV. It has heen
pointed out by van 7yl and Gealy (1987) that small electric ficlds can significantly
perturh the cascade contribution. Errors in cascade corrections can be a significant
factor in the accuracy of our Qg data, cspecially at encrgics below 40 ¢V, where
the corrections are large. In presenting o data, we have assumed an uncertainty of

4 10% in the cascade corrections at all encigies.

The above errors are combined appropriately in quadrature to obtain values for the total
experimental error in (a) the measured Ly miana signal and (1)) the derived relative Qis2,
values. For the clectrostatic guri data, t heresulting calculated error in (a) increases from
103% at 200 ¢V to 1 1.8% at 1.8 keV. The corresponding crrors in (b)) are 1 0.0% and
11.9%, respectively. For the magnetic gun data, the error in (a) is ~:4:3.4%ncarthreshold
, reducing to 4 2.8% at 200 ¢V. The corresponding crrorsin (1)) are ~:1 4% ncar threshold \
reducing Lo ~-1 2.9% at 200 cV.

The analytic fitt ing of the ex perimental data using 15g 10 reduce s the sta tistical cor -
tion to the uncertainty i data values to a neglipgible contribution relative to the systematic
crrors. The effect of the systema tic factors is discussed in Sec. 1V
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IP1GL 1. Summary plot of theoretical ll (1s 2p) cross sections. The calculation methods canbe
categorizedinto various approaches: Bomapproximation (solidceuive): CoilVelp, (1t close coupling,
(CCC) calenlations of Bray [20] (open cireles); multi- pseudo state caleulations of van Wyngaaden
and Walters [8], [2?] (open squaws), Scotl et al. [23] (up triangles), Callaway and Unnikrishnan
[21] (dots) ; sccond order distorted wave Born approximation (DWBA?) calculations of Kingston
and Walte rs [24] (open diamonds). Bubelev et al. [17] {(pluses); anitarized cikonal Bor noseries
(UIEBS) calculations of Byron et al. {25] (down triangles).



COL! ISION CHAMBE R

VUV SPECTROMLIER
QUADRUPOLL

SOLE NOID

ENTRANCE
SLIT

FARADAY CUP ~_

GRATING
HATOM BEAM

. OPTIC AXIS
(INTO PAPER)

QUADRUPOLE

SOLENOID ELEGIAON
GUN
_
FLECTRON BEAM
AXIS

Csl COATLD
CHANNE L THON
DLIECTOR

FIG. 2.

Schematic top view of the experimental apparatus showing the electron impact collision
chamber in tandem with a 0.2 micter VUV

*

monochromator and Csl-coated channeltron detector. A
delement electron gun is shown in which the beam is confined by the axial magneltic field produced
by 1 solenoids arranged in a quadrupole confipuration. This magnetic gun is used for measurements
from threshold to 200 ¢V. The atomic 1 beam is produced by the RIY discharge source
Figure 4.,

»

shown in
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encrgy range in which measurements are made (200 1.8 keV). Typical beam currents are ~5 pA.
The X and Y deflectors provide heam steering, capability.

a
unipotential refractory metal cathode produces an electron beam of
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I1G. 4. Schematic diagram of the RIMdischarge source (Ref. [35]). Molecular hydrogen (purified
by passing througha palladium finger) is dissociated inii discharge excited within an Rl cavity,
resonant at 36 M Hz. The pyrex di scharge tube is water cooled. A typical dissociation fraction,

measured at the interactionregion, is 0,65 4 0.02.
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1G5, Orientation of the electron and atom heams with respect to the monochromator (Ref.
[34]). By rotating the monochromator such that the plane defined by the entrance slit and optic
axis is al 45° to the clectron beam axis, eflects due to the polarization sensitivity of the detection

system are climinated.
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8.7324 M
8.9274 01
09.1224 01
9.3164 01
9.5114 01

O mvT:.va

3.494-01
3.847-01
4.485-01
1.961-01
5.683-01
5.805-01
5.801-01
36-01
6.192-01
6.750-01
6.944-01
6.477-01
6.670-01
G.836-01
6.924-01
7.022-01
6.668-01
G.7241-01
6.863-01
7.029-01
G.875-01
G.846-01
G.713-01
G.768-01
G.895-01
G.544-01
6.66G4-01
6.93G-M
6.2G5-01
6.444-01
6.591-01
6.241-01
G.488.01
6.414-01
6.308 01
6.282-01
6.104-01
6.015-01
6.188-01
5.943-01
L969-071
5.894-01
5.936-01
5.767-01

13 (eV)

9.706- 01
9.9014 01
1.0104 02
1.0294 02
1.049- 02
1.068- 02
1.088- 02
1.1074 02
1.126-4 02
1.146-4 02
1.1654 02
1.1854 02
1.204-4 02
1.224- 02
1.243-4 02
1.2634 02
1.282- 02
1.3024 02
1.3214 02
1.341+4 02
1.360- 02
1.3804 02
1.3994 02
1.4194 02
1.438-1 02
1.458- 02
1.4774 02
1.4974 02
1.5164 02

L5364 02
5554 02

1.575-4 02
1.5914 02
1.614-4 02
1.6334 02
1.6524 02
1.6724 02
1.6914 02

7114 02
L7304 02
L7604 02
L7694 02
L7894 02
K08 02

* Present measured cross section, corrected and

These values are the upper limit of the true cros
34 > 10

6.328-01
6.035-01
6.170-01
6.211-01
5.934-01
5.967-01
.000-01
58 01
H.817-01
5.797-01
5.702-01
5.725-0)
5H72-01
5.399-01
H.075-(1
5.450-01
51001
556-01
5174-01
IRK-0]
5.6G3G-01
5.202-01
364-01
5.255-01
5.148.01
5.275-01
5.016-01
5.224-01
1.813-01
5.095-01
41.962-01
4.962-01
4.752-01
5.160-01
4.637-01
5.025-01
41.942-01
4.760-01
4.712-01
4.492-01
4.604-01
1.631-01
4.56G4-01
4.426-01

I: (eV)
1.8284 02
1.8474 02
1.8674 02
1.8864 02
1.9064 02
1.925-4 02
1.964-1 02
1.9844 02
2.000+4 02
2.6004 02
3.0004 02
3.5004 02
4.0004 02
4.5004 02
5.000- 02
5.5004 02
6.0004 02
6.500+4 02
7.0004 02
7.5004 02
5.0004 02
8.5004 02
9.0004 02
9.5004 02
1.000- 03
1.0504 03
1.100-4 03
1.1504 03
1.2004 03
1.2504 03
1.300- 03
1.3504 03
1.400-1 03
1.4504 03
1.5004 03
1.5504 03
1.6004 03
1.6504 03
1.7004 03
1.7504 03
1.8004 03

TABLE L 1 (1s- 2p) Measured Flectron Impact Cross section{au)

Qrezp(l )

4.499-01
1.178-01
4.192-01
4.153-01
1.153.01
1.122-01
4.174-01
3.980-01
3.915-01

3.206-01
2.956-01

2.5056-01
2.328-01
2.168-01
2.014.01
1.912-01
1.786-01
1.708.01
1.624-01
1.5G8-01
1.480-01
1.430-01
1.389-01
1.342-01
1.268-01
1.230-01
1.172-01
1.165-01
1.115-01
1.078-01
1.053-01
1.027-01
9.920-02
9.820-02
9.506-02
9.220-02
9.049-02
8.849.02
8.5U8-02

scaled using analytic {it, as discussed i1 (e

4.378-
4.393-
4.352-
4.352-
4.319-
4.374-
4.171-
4.103

3.552-
3.360-
3.098-
2.794.
2.625-
2.440-
2.272-
2.111-
2.003

1.872-
1.790-
1.701-
1.644-
1.551-
1.498-
1.455-
1.407-
1.329-
1.289

1.228

1.221-
1.169-
1.130-
1.104-
1.076-
1.040

1.029-
9.962-
9.662-
9.484-
9.274-
G.011-

L.

C_mwf:ovw ‘Q_mwf:a vr
4.715-

01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
0l
01
01
01
02
02
02
02
02

| e L . . . . N . .
* Present measured cross section, normalized using Bethe-Fano plot as deseribed by Rel. | 1]



TABLENLI s 2p): Comparison of Fleet ron hapact Cross See ons(au)

E (eV) Qre2p (1)

1.40401” 1.281.01" 4.26 01! 4.42-01f
1.454 01 4.47-01 4.4815-01 4.62-(11
1.50-01 4.67-01 4.6715-01 8.34-01¢ 4.7{1-01
1.56401 4.89-01 4.8715-01 4.96 (11
1.76-401 5.48 01 5.411-01 5.38 o1
2.0(11m 5.85-01 5.801-01 8.78-01

2.50+4 01 6.62-01 6.571-01 8,99-01 6.21-(11
3.00401 6.98 D1 6.99-01 S 6.51-)1
3.50101 7.21-(11 7.23 01 6.70 01
1.504 (11 7.4001 7.38 01 6.83-01
H.444 01 7.29 01 7.20 01 8.46 01 6.78-01
7.004 01 6.42-01 6.94-01 7.81 01 6.51-01
1.00402 6.20-01 G.19 01 6.76 (11 6.01-01° 5.81-01
1.50402 5.1801 5.18-01 5.46 01 4.80 0]
2.(1(1-1 02 1.43- (11 1.4401 4.50 @1 4.14-01 4.09-01
3001402 3,42-01 3.02-01 3.20 (1
1.(3(-1 02 2.7901 2.60-01" 2.67-01
5.00-102 2,42.01 2.37-01 2.142-01 2.30.01
9.99-4 02 1.11 01 1.10.01 14311 1.38 (1
1.301 03 1.17-01 1.1301 1.12-(11
1.80-4 03 9.01-02 8.74-02 8.61-02
2.0(21-1 03 8.02-02 7.9-(12
3.004 03 5.76 02 5.08-02
4.00-403 4.54-02 4.47-(12
5,(1()-1 03 3.76-02 3.71-02
6.00-03 3.23 02 3.19-02
7.004 2.8302 2.80-02
&.004 03 2.53-02 2.5(1-(12
9.0( )-1 03 2.29-02 2.26-[12
1.00-104 2.0002 2.06 (12

"Read as 1.4 x10!

"CCC method; Ref. [20).

¢ Analytic fit to Ref. [20] data to 200 eV, Iiq. 0.
TDHWBA2 methiod; Ref. [17].

C UFBS method; Ref. [25].

FAnalytic fit to p resent experimental data; see text.




TA 1V 2p) Sclected “lectron Impact Cross Sections(au)

_ | A0<v C:wﬁ;ﬂ‘:v . .
11.0 0.192® 0.212¢
13.4 0.413 0.42" 0.332
16.0 0.506 0.50 0.424
18.5 0.553 0.55 0.473
23.5 0.609 0.65 0.570
28.5 0.613 0.70 0.624
38.6G 0.678 0.72 0.65%
48.6 0.683 0.72 0.650
54.4 0.678 0.888¢ .
68.6 0.654 0.68Y 0.623
88.7 0.608 0.61 0.578

118.8 0.540 0.56 0.505
148.9 0.482 0.52 0.4064
200.0 (.1409 0.45 (.40
1000.0 0.138 0.1354 .
1200.0 0.119 0.126
1400.0 0.105 0.109 o
1600.0 0.095 0.099
2000.0 0.079 0.086

“Analytic fit to present experiment.
bvan Wyngaarden and Walters [8] reanalysis of ref. [1] experiment; see text.
“Williams [2].

1Schartner [50)

“Present reanalysis of Ref. [1] experiment; sce text.




TABLIE V. Recommended electronitnpact 11 (1s 2p) (v oss section

1 (eV) Ry szpp(17) 15 (eV) Qreop() I (eV) Qrs2,(1%)
1.504 012 4.667-010 2.654 01 6.720-01 1.00402 6.186-01
1.524 01 4.737-01 2.70401 6.764-01 1.104 02 5.959-01
1.544 01 4.801-01 2.80401 6.846-01 1.204 02 5.747-01
1.5G-01 4.8G8 01 2.904 01 6.920-01 1.30402 5.548 01
1.58-01 1.931-01 3.004 01 G.O87-01 1.404 02 5.360-01
1.604 01 41.991-01 3.10401 7.04801 1.50402 5.184-01
1.62- 01 5.0560 01 320401 7.10-01 1.60-4 02 5.018 01
1.64- 01 5.1(} 6-(11 4.30401 7.149 0] 1.7040'? 4,86 (11
1.66401 5.161-01 3.4({ 01 7.1$12-01 1.80402 47 11-(11
1.684 01 5.21,1 )1 3.50-01 7.229-01 1.904 02 4.57D- (11
1.70401 5.266 01 3.60-01 7.261-0] 2.00-102 4.43G-01
1.72+ 01 5.316 01 3.70-101 7.2 5$1.01 2.504 02 3.804 (11
1.744 01 5,365 -01 3.804 01 7,312-01 3.004 02 3,421-01
1.76401 5.412-(11 3.90401 7.332-01 3.501 02 3.072.(1]
1.784 01 5.458 01 4.00 { 01 7.347-01 4.00 {02 2.792- (Il
1.80- 01 5.503-01 4.10401 7.360-01 450102 2.562-01
1.924 01 5.750 01 4.20401 7.369-01 5.004 02 2.370 0]
1.944 01 5.788-01 4.30401 7.375-01 5.504 02 2.207-(,1
1.964 01 5.825-01 4.40101 7.378 01 6.00+4 02 2.067- (.1
1,98+ 01 5.861-01 4.50401 7.378 01 7.004 02 1.83901
2.004 01 5.896 01 4.60401 7.377-01 8.004 02 1.66001
2,0:1-101 5.980 01 4’70101 7°.372-01 9.00+ 02 1.515-01
2.10+4 01 6.060-01 4.80401 7.3G6-01 1.00403 1.395-01
2.15401 (i,]1 3601 4.90+4 01 7.358-01 1.20-1 03 1.209-01
2.204 01 6.209-01 5.004 01 7.348-01 1.40-103 1.06{) -01
225401 6.277-01 5.44-4 01 7.287-01 1.604 03 9.610-02
2.30- 01 6.342-01 6.00- 01 7.179-01 1.80} 03 S.74(1.02
2.354 01 6.404 01 6.50-101 7.(164-0] 2.004 03 8.02602
2.40-$01 6.464-01 7.00401 6.940-01 2.50403 6.691-02
2.454 01 6.520.01 7.50401 6.811-01 3.00+ 03 5.760-02
2.50+ 01 6..574.01 8.0(1-1 01 6.682-01 3.50-103 5.07(1-02
2.55401 6.625-01 8.50101 6.554-01 4.00403 4. $38-02
2.604 01 (3.674-01 9.00-{ 01 6.428-01 4.504 03 4.113-02

9.50+4 01 6.305-01 5,()()+ 03 3.765-02

“Read as 1.50 x 10’
PRecommmended cross section (au) frpmanalyticfit to to Ref. [20]. SeeTablel, (01 4, for analytic

coeflicients




